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Today

W h at We' I I e Refresh on OpenShift installation methods

e Introducing the OpenShift appliance builder
explore

today

e Appliance creation walkthrough

e Appliance boot demo



What is it really?

OpenShift installation methods

Interactive

% Recommended  Web-based

Runs Assisted Installer with standard

configuration settings to create your cluster.

v Preflight validations
v Smart defaults

+ For connected networks

Local Agent-based

CLI-based

Runs Assisted Installer securely and locally to
create your cluster.

v Installable ISO
v Preflight validations

v For air-gapped/restricted networks

t-based [4'

Automated
CLI-based

Auto-provision your infrastructure with minimal
configuration to create your cluster.

+ Installer Provisioned Infrastructure

« Hosts controlled with baseboard
management controller (BMC)

+ For air-gapped/restricted networks

Full control

CLI-based

Make all of the decisions when you create your
cluster.

« User Provisioned Infrastructure
« Highly customizable

« For air-gapped/restricted networks

Learn more about full control £



What is it really?

What is Appliance builder?

A utility to produce node disk images for

offline and customised OpenShift clusters



What is it really? — Check this out

= g‘;‘;:sarfm B 22 © @ kube-admin v

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in
&% Administrator -

Dell APEX Cloud Platform

Home >

Inventory
Dell APEX Cloud Platform

Operators >
Physical View
Workloads >
Networking >
Storage >
Node health
System LED
Builds > 4
Power state
Obsetive > Service tag
Role node
Compute > S — Manufacturer
Manufacturer Missing Node slot
User Management > A )
gemer DELL Model
Part number Revision number Management IP
Administration > address

O7DW

iDRAC IP address
CPU number

Location
Rack name




But why?

Why is it needed?

e Simplify disconnected installations
e Ship hardware with OpenShift already installed

e Deploy to many edge devices



Of course!

Can | build my own?

Lab Factory User Site

OpenShift release
+

Configuration

E Diiskiim..a,,g,é

v Boot
v Install

Partitions:
1. Boot
2. Empty (for installation)
3. Installer (for recovery)
4. Container images
(OpenShift Release)
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Taking a look...
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Step 1- Lab - Declare an appliance-config.yaml

~ > cat appliance-config.yaml
apiVersion: vlbetal
kind: ApplianceConfig
ocpRelease:
version: 4.14
channel: candidate
cpuArchitecture: x86_64
diskSizeGB: 200
pullSecret: '{"auths":{"...
sshKey: 'ssh-rsa ...
userCorePass: openshift



Step 2 - Lab - Build the appliance disk image

~ > sudo podman run --rm -it --pull newer --privileged --net=host -v $APPLIANCE_ASSETS:/assets:Z $APPLIANCE_IMAGE build
[sudo] password for james:
Trying to pull quay.io/edge-infrastructure/openshift-appliance:latest...
Getting image source signatures
Copying blob c7a97c8aal6c done |
Copying blob eb254c8cc372 done |
Copying config 127196816b done |
Writing manifest to image destination
INFO Successfully downloaded appliance base disk image
INFO Successfully extracted appliance base disk image
INFO Successfully pulled container registry image
INFO Successfully pulled OpenShift 4.14.30 release images required for bootstrap
INFO Successfully pulled OpenShift 4.14.30 release images required for installation
INFO Successfully generated data ISO
INFO Successfully fetched openshift-install binary
INFO Successfully downloaded CoreOS ISO
INFO Successfully generated recovery CoreOS ISO
INFO Successfully generated appliance disk image
INFO Time elapsed: 21m53s
INFO
INFO Appliance disk image was successfully created in assets directory: assets/appliance.raw
INFO
INFO Create configuration ISO using: openshift-install agent create config-image
INFO Download openshift-install from: https://mirror.openshift.com/pub/openshift-v4/x86_64/clients/ocp/4.
14.30/openshift-install-1linux.tar.gz
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Step 3 - Factory - Clone appliance disk image to device

~ » dd if=appliance.raw of=/dev/sdX bs=1M status=progress



Step 4 - Site - Generate site specific config

~ > cat agent-config.yaml
apiVersion: vlalphal

kind: AgentConfig
rendezvousIP: 192.168.122.100

~ >
~ >
~ > cat install-config.yaml
apiVersion: vl
metadata:

name: appliance
baseDomain: appliance.com
controlPlane:

name: master

replicas: 1
compute:
- name: worker

replicas: 0

networking:
networkType: OVNKubernetes
machineNetwork:
- cidr: 192.168.122.0/24
platform:
none: {}

pullSecret: '{"auths":{"":{"auth":"...'
sshKey: 'ssh-rsa ...'

~ >
~ >
~ > ./openshift-install agent create config-image --dir $CLUSTER_CONFIG
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Step 5 - Site - Mount disks and boot the appliance!

fedora-coreos-stable on QEMU/KVM = (u]

Eile VirtualMachine View Send Key

2 ® » un o v B

B owerview Details

- 0OS information o )
Virtual Disk

“— Performance Source path:

‘ CPUs Device type:
= Memory Disk bus:
), Boot Options i
@ vitooisks
@ samacorom
St Nic:addoze
@J Tablet

. Mouse

B3 Keyboard

@ Display Spice
Sound ich9

; Serial 1

; Channel (qgemu-ga)
z Channel (spice)
(] video virtio

Ef Watchdog

Ef Controller USB 0

> Advanced

Add Hardware

XML

: /var/home/james/Downloads/appliance.raw
: VirtlO Disk 1

: Virtlo

: 23.00GiB

options

Remove Cancel Apply

o ®

Virtual Machine
® »

Overview

OS information
Performance
CPUs
Memory

Boot Options
VirtlO Disk 1
SATA CDROM 1
NIC:1d:d9:26
@J Tablet

. Mouse

B8 Keyboard
Q Display Spice
Sound ich9
; Serial 1

SO@O [l - gl

fedora-coreos-stable on QEMU/KVM

View Send Key

l Channel (gemu-ga)

; Channel (spice)

(] video virtio

EF Watchdog
&f controller uss 0

Add Hardware

o v =

Details XML
Virtual Disk
Source path:  s/agentconfig.noarch.iso

Device type: SATA CDROM 1
Disk bus: SATA
Storage size: 0.05 MiB

> Advanced options

Remove

~

Browse

Apply
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Now you know!

What's more

e Produce an ISO, raw disk image, or sparse raw disk image
Include pre-installed operators such as from Operator Hub in the artifact
Include any additional container images or k8s manifests in the artifact

e Run on architectures are x86_64, aarch64 and ppc64le



Demo


https://asciinema.org/a/590824
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Check it out!

Open Source

® repo at

KubeVirt (

) / OpenShift Virtualisation

Podman + Fedora / RHEL


https://github.com/openshift/appliance
https://kubevirt.io
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What's next?

Future

e Now available in Technology Preview

Supported user guide:

e Already in use at scale by Dell


https://access.redhat.com/articles/7065136

Thank you
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